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ABSTRACT
Predicting the future performance and graduation rate of students
based on their academic records is of crucial importance. Such capa-
bilities allow accurate estimates of on-time graduation and, when
necessary, enable effective student interventions or adjustments
to the degree programs. Predicting performance in an entire de-
gree program poses many challenges: similarly-named courses can
be very different across degree programs; students differ in their
background; they may select different combinations of courses;
and, critically, the number of students in some degree programs
is very small, which hinders predictive modeling. In this paper,
we propose an approach for predicting graduation rates in degree
programs by leveraging data across multiple degree programs to
address these challenges. The proposed method is based on the bur-
geoning machine learning discipline of transfer learning. Transfer
learning pools information from multiple degree programs, thereby
increasing the effective sample size. At the same time, transfer
learning takes into account the differences across different degree
programs and automatically down-weighs less-relevant data. We
demonstrate our approach using anonymized real data from North
Carolina State University, where the proposed method achieves
highly promising results.
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1 INTRODUCTION
Enrollment to a degree program is a substantial investment for stu-
dents and their families. The number of students that stay through-
out the duration of a degree program and successfully leave with
a degree is one of the major indicators of the program’s success.
Such indicators are considered by prospective students and their
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parents when they select colleges to attend, since they help to es-
tablish whether the college is a good fit, and whether the monetary
investment is likely to succeed.

While there is substantial literature pertaining to the problem of
predicting graduation within a course of study, there has been less
research on predicting graduation for an entire degree program.
This is due to multiple challenges, such as: variation in the content
of similarly-named courses across different degrees; heterogeneity
in student backgrounds; the ability of students to pick multiple
combinations of courses within a degree; and the fact that some
degree programs enroll very few students, which is of particular
concern because it leads to small sample sizes for training predictive
models.

Graduation rates reported to the federal government consist of
the percentage of students who remain at the same college and
finish a degree in six years. This information may provide many
insights about the degree program and the university. If graduation
rates are low, it maymean that students do not get the academic sup-
port that they need to succeed (e.g., support from faculty and staff,
quality of the courses offered, cost of living). While the underlying
reasons may be complex, low graduation rates can at least provide
advance warning that something may be wrong and may need to
be investigated. On the other hand, high graduation rates are often
associated with: a positive environment, in which graduation is
highly valued and encouraged by other students and faculty mem-
bers; high standards for admission, meaning that high-performing
students are selected and therefore more likely to graduate; and/or
an academic program which supports the needs of the students.
Graduation rates are also important for the federal officials and
college leaders, in order to assess budgetary needs and potential
improvements to the degree programs in the upcoming years. In
short, graduation rates are an essential tool for any institution [7].

Predicting the performance of each student is also very impor-
tant in order to put together an intervention plan for the student.
The success of an intervention program depends on the college’s
ability to accurately predict the need for it as early in the program as
possible. One of the main challenges in predicting successful gradu-
ation is the lack of information for each student in each department.
We can treat all of the students from different departments in a
similar fashion, but this may not always work due to the differences
in the courses in each department. Thus, we are forced to choose
between using training data from each single degree program in
isolation, which may be too small, or gathering a larger dataset
which includes multiple degree programs but does not take into
account the significant heterogeneity between those programs.
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1.1 Proposed approach
Transfer learning allows us to reach a beneficial balance, by us-
ing all available data from multiple degree programs (or different
academic status) but automatically assigning appropriate weights
to each observation. Hence, data which come from a less-relevant
distribution (different degree program, different students, etc.) are
not discarded but will have lower weight in the training process.
In the remainder of this paper, we provide a short review of rele-
vant background and prior work, followed by a brief explanation
of transfer learning in general, and the TrAdaBoost algorithm in
particular, which we employ in our analysis. We then describe the
data and experimental setup, and present results obtained with
real data from the North Carolina State University (NCSU). Final
thoughts and future research directions are then proposed in the
conclusion.

2 PRIORWORK
In [14] a method is proposed to solve some of the challenges in
predicting student success, namely tackling the issues of differ-
ent student backgrounds, course content, courses taken and the
students’ evolving progress during the program. In the proposed
approach, they first use a bi-layered structure comprising multiple
base predictors, and a cascade of ensemble predictors. They also
determine course relevance using a data-driven approach based on
latent factor models and probabilistic matrix factorization. The algo-
rithm is used on data collected from the Mechanical and Aerospace
Engineering department at the University of California in Los Ange-
les (UCLA) for students graduating during three years (2013, 2014,
2015).

A framework to identify students who are at risk of not grad-
uating high school on time is presented in [10]. This framework
includes a feature extraction process, different classifiers and evalu-
ation criteria. They use modeling algorithms such as random forest
and support vector machines (SVM). This framework is applied
within two school districts with a combined enrollment of around
200,000 students.

In [6], results are presented for predicting the graduation rates
based on the characteristics of incoming first-year students (e.g., high
school grade point average (HSGPA), standardized assessment test
(SAT) scores). In their initial experiments, they use different re-
gression models for each degree completion measure. They also
investigate the inclusion of information from freshman surveys and
the corresponding impact on the results. Adding such information
substantially improves the prediction accuracy. Additionally, they
conclude that early admittance decision, overall cost of attending,
and the size of the college are the three factors that have the largest
positive impact on degree completion. Overall, the difference in
degree completion rates between institutions is attributable to vari-
ation in the characteristics and profiles of the incoming students.

It should be noted that the aforementioned approaches use mul-
tiple models to address the fact that the data is drawn from different
populations with significantly different distributions. In contrast,
our approach utilizes a single model which explicitly accounts for
population heterogeneity with transfer learning, thereby signifi-
cantly simplifying the modeling task.

Transfer learning on education data has been discussed in [3]. In
[3], the authors predict student dropouts in online courses by first
training ensemble models from the data of four online courses, and
then transfer the model to a new course (new task). However, the
setup is different from ours. In [3], the new target course is “unseen”,
i.e., no data is available from the new task, which means the predic-
tive model is transferred without being modified or tailored to the
new task. As a result, the ultimate goal of [3] is to build a universal
predictive model for different online courses from available data. In
this work, we assume a small amount of labeled data from the new
task is available. The data from the new task is then used to guide
the transferring process. Our approach yields a model specifically
tailored to the new task, as opposed to a universal-fitting model.

3 TRANSFER LEARNING
In traditional machine learning applications, the assumption is that
the training data and testing data are taken from the same domain
(e.g. the input feature space and data distribution are same). This is
not always the case in the real world. Sometimes collecting training
data can be expensive or difficult due to different constraints. In such
cases, we may want to take advantage of other data sets in related
domains that are already available. Transfer learning algorithms
enable us to transfer the knowledge from a related (source) task that
has already been learned, to a new (target) task. This transfer can
take place in multiple ways, such as the reuse of some or all of the
training data sets, or features extracted from those data sets. The
transfer can also consist of reusing some model-specific settings
(e.g., neural-node layering).

Transfer learning has crucial importance when we have insuffi-
cient amounts of labeled training data of high quality in the new
application domain. It is also essential in applications when the
machine learning models become outdated due to changes in the
underlying data.

Transfer learning can be most successful when the target and
source domains have some similarities. For instance, a natural lan-
guage algorithm that is used to classify English documents in a
particular discipline should be adaptable to classify Spanish docu-
ments in a related field.

See [12] for a survey about transfer learning for classification,
regression and clustering problems. This survey also describes the
relationship between transfer learning and other related machine
learning techniques such as domain adaptation, multitask learning
and sample selection bias. Recently, there has been considerable
interest on transfer learning for deep learning applications that
involve image data. [11] presents a method for transferring features
extracted by a trained convolutional neural network to another
task. This eliminates the need for retraining a large neural network
for feature learning.

In this paper, we use the TrAdaBoost algorithm which is de-
scribed below.

3.1 Boosting for transfer learning
Boosting algorithms have long been used in machine learning for
converting weak learners to strong learners [4, 15]. AdaBoost, or
“Adaptive Boosting” [8], one of the most popular and widely used
boosting algorithms, has been successfully applied to various areas
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Figure 1: Relationship between target training set ST , source train-
ing set SS , and validation set SV .

like multimedia [9], computer vision [2, 13] and financial forecast-
ing [1]. The basic idea behind AdaBoost is to iteratively evaluate
how “difficult” it is to classify each sample in the training data, and
increase weights for the difficult-to-classify samples (i.e., samples
that got classified incorrectly by the learners) to produce learners
that better fits the data. AdaBoost can be used with a variety of
weak learners, though decision tree is often a good choice [15].

TrAdaBoost [5] was developed in 2007 by Dai et al. to extend
AdaBoost for transfer learning. Instead of assuming that all training
data come from the same distribution as the target task, TrAdaBoost
assumes that we have two sets of training data: target training set
ST , and source training setSS . The target setST = {x1, · · · ,xm } ⊂

X is the high quality data that comes from the same distribution as
the validation/testing set SV which we want to train a good model
for. The source set SS = {xm+1, · · · ,xm+n } ⊂ X are of less quality,
where the data can be outdated or just weakly-related to the task,
i.e., the samples in SS come from a different distribution from SV .
Typically n ≫ m. For classical machine learning algorithms, SS
would not be of much use since the underlying distribution can
be very different from the SV and cause strong bias in the model.
However, TrAdaBoost improves performance by transferring these
weakly-related or outdated data to the task of interest. Like Ad-
aBoost, TrAdaBoost weighs samples from both ST and SS to train
a new weak learner ht (x) at each iteration t . However, TrAdaBoost
treats ST and SS differently:

• For xi ∈ ST , increase weights for incorrectly classified sam-
ples;

• For xi ∈ SS , reduce weights for incorrectly classified sam-
ples.

The strategy of TrAdaBoost can be seen as using ST as a guide to
filter out data from SS that are most relevant to the target task.
By doing so, TrAdaBoost reduces variance by including more data
from SS , yet avoiding overwhelming bias by strategically weighing
down less-related data from SS . The relationship between ST ,SS ,

and SV is illustrated in Figure 1. For completeness, the TrAdaBoost
algorithm is summarized in Algorithm 11.

1The original TrAdaBoost combines only the second half of the trained weak learners.
In our experiments, we combine all trained weak learners as this provides better
empirical results.

Algorithm 1 TrAdaBoost
1: Input:

{(xi ,yi )}
m+n
i=1 , xi ∈ X,yi ∈ {0, 1}

where x1, · · · ,xm ∈ ST , and xm+1, · · · ,xm+n ∈ SS
2: Initialize weights

w1(i) =
1

m+n , i = 1, . . . ,m + n
w̃1(i) =

1
m , i = 1, . . . ,m

3: for t = 1, . . . ,T do
4: Learn weak learner ht : X → {0, 1} s.t.

ht = argminh∈H
∑m+n
i=1 wt (i)1yi,ht (xi )

5: Compute
rt =

∑m
i=1 w̃t (i)|ht (xi ) − yi | (needs to be < 0.5)

βt =
rt

1−rt
β0 =

1
(1+

√
2 log(n/T ))

6: Update

vt (i) =

{
wt (i)β

−|yi−ht (xi ) |
t , 1 ≤ i ≤ m

wt (i)β
|yi−ht (xi ) |
0 , m + 1 ≤ i ≤ m + n

wt+1(i) =
vt (i)∑m+n

j=1 vt (j)

w̃t+1(i) =
vt (i)∑m
j=1 vt (j)

7: end for
8: Output:

Strong learner H (x) = 1{∏T
t=1 β

1/2−ht (x )
t ≥1

}

4 EXPERIMENTAL RESULTS WITH THE
NCSU STUDENT DATASET

In this section, we show experimental results on the NCSU student
dataset with TrAdaBoost in Algorithm 1 and AdaBoost to illustrate
how transfer learning can be used to improve the graduation pre-
diction. We also discuss a few scenarios when transfer learning
techniques are not as effective as classical non-transfer methods.

4.1 The NCSU student dataset
The NC State University (NCSU) student dataset collects academic
and demographic information (a total of 211 different variables) for
undergraduate students during one academic year (with follow-up
information of whether the student graduated in six years or not).
The dataset has been anonymized, and no personal-identifiable
information is included.

In this section we use the student outcome data from a total num-
ber of 7637 students. We select 152 variable related to the students’
general academic information, including students’ current academic
standing, high-school performance, SAT and/or ACT scores, courses
(and corresponding scores) taken during college, and other basic
academic enrollment information. We exclude most demographic
information like race and gender, but keep in-state/out-of-state
tuition status. A few variables are also removed due to significant
percentage of missing values. The goal is to predict whether a stu-
dent will graduate within six years after enrollment based on the
academic information.
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Figure 2: Comparison between TrAdaBoost and AdaBoost on three
engineering departments from the NCSU student dataset.

4.2 Prediction for students from three
engineering departments

In this experiment, we learn discipline-specific predictive models
for students. Specifically, we take students in three engineering
departments: biomedical engineering, computer engineering, and
electrical engineering (a total of 465 students), as our target popula-
tion. All students from other departments are treated as the source
training set (SS , total of 6834 students). The data of students from
the three departments is randomly divided into the target training
set (ST , 140 students, 30% of the target population) and validation
set (SV , 325 students, 70% of the target population). Because of
the small number of students per department (from ten to about
a hundred and fifty students per department), we combine three
departments where students take many similar classes in math,
physics, and engineering.

Figure 2 shows the result of TrAdaBoost and AdaBoost on the stu-
dents from three engineering departments. For all the algorithms,
we use binary decision trees as weak learners. For AdaBoost, we
train two models with different training sets: (a) SS

⋃
ST , and (b)

ST only. As seen in Figure 2, TrAdaBoost has the smallest error
among the three models trained (when the number of weak learn-
ers used is larger than two). Between the two AdaBoost-trained
models, AdaBoost trained on ST

⋃
SS yields higher prediction er-

ror than AdaBoost trained on ST alone, despite having a larger
number of training samples. The performance difference between
the two AdaBoost-trained models is a direct result of the inherent
heterogeneity between disciplines. Although the source training
set SS has a larger number of students, the underlying distribu-
tion is different from the target student population in SV . Thus
usingSS without selection increases, not decreases prediction error.
TrAdaBoost, on the other hand, uses SS selectively by strategically
weighing down less-related samples, providing better performance
than both AdaBoost-trained models.

Qualitatively speaking, the most predictive variables in the en-
semble models are

• End-of-semester academic standing
Students with good academic standing are more likely to
graduate than students suspended or on academic warning.

• Grade point average (GPA)
Students with higher GPA are more likely to graduate in six
years.

• Highest level of courses completed in physics and computer
science
For students that are not in good academic standing, complet-
ing higher level of courses in physics and computer science
indicates better chance of graduating in six years.

4.3 Prediction for suspended students and
students on academic warnings

In the second experiment, we learn predictive models based on the
academic standing of students. Specifically, models are trained for
students who are suspended or on academic warning. In general,
student that are suspended or on academic warning have higher
drop-out rate than students in good academic standing, and aca-
demic standing is, as seen in the first experiment, often a good
predictor for graduation. However, if we want to focus on the stu-
dents who are suspended or on academic warning, and understand
what specifically impacts their likelihood to graduate, the academic
standing itself is no longer useful.

The distribution of data from students that are suspended or on
academic warning can be very different from students with good
academic standing, where the suspended or on-warning students
tend to have lower GPA scores and take less advanced classes. As a
result (and we will see further in the experiments), the predictive
models learned from the entire student population do not work
very well for those suspended or on academic warning. In this
experiment, we use the data from students that are suspended or on
academic warning as our target population (total of 550 students),
and use the data from students with good academic standing as our
source training set (SS , total of 6749 students). The target set is
randomly split in half, where one half is used as the target training
set (ST , total of 275 students), and the other (SV , the other 275
students) is used as the validation set.

Figure 3 shows the result of TrAdaBoost and AdaBoost on the
students that are suspended or on academic warning. Similar to the
first experiment, we use binary decision trees as weak learners. For
AdaBoost, we trained two models with different training sets: (a)
SS

⋃
ST , and (b) ST only. As seen in Figure 3, TrAdaBoost has the

smallest error among the three models trained (when the number
of weak learners used is larger than three). Furthermore, the error
of the AdaBoost model trained on ST fluctuates with the number
of learners. This is because the number of students in ST alone is
small, and over-fitting can lead to unstable predictive models. The
number of students in SS

⋃
ST is large enough to estimate a stable

model, but because the underlying distribution of the majority of
students differs significantly from the students suspended or on
academic warning, not differentiating the two populations results
in the model biasing towards the general population and causes
lower performance, compared to models focusing on the suspended
or on-warning students.
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Figure 3: Comparison between TrAdaBoost and AdaBoost on sus-
pended and on-academic-warning students from the NCSU student
dataset.

Qualitatively speaking, the most predictive variables in the en-
semble model for suspended students or students on academic
warnings are

• Grade point average (GPA)
Students with higher total GPA or higher GPA from the
current semester are more likely to graduate in six years.

• Course load
Students that are enrolled full-time are more likely to gradu-
ate than students enrolled three-quarter time, half-time or
less than half-time.

• Number of courseswithdrawn, number of “F” grades achieved,
and high school GPA
These are much less predictive than the student’s GPA. How-
ever, in general, students with less “F” grades and withdrawn
courses are more likely to graduate than students with more
“F” grades and withdrawn courses. Interestingly, for students
suspended or on academic warning, high school GPA is actu-
ally negatively correlated with the chance of graduation. In
fact, the suspended or on-warning students are more likely
to graduate if their high school GPA is lower than 4/5.

4.4 When TrAdaBoost does not improve
performance

In the previous experiments, we have seen that when the target set
has a different underlying distribution from the source set, TrAd-
aBoost helps improve the accuracy of predictive models by using
the target set as a guide to select related data from the source set.
However, there are also cases when such transfer learning tech-
niques do not improve the performance of classical models.

• When the target and source distributions are identical or
independent
When the target and source samples come from the same dis-
tribution, TrAdaBoost’s selective process reduces the amount
of useful training samples (which increases error variance),
and bias towards the (usually significantly) smaller target

training set. In this case, it is more effective to train a clas-
sical model on the combined training set ST

⋃
SS without

transfer learning.
On the other hand, when the target and source samples
come from independent distributions, the use of the source
set simply does not provide additional information. In this
case, training directly over the target set is more efficient
and accurate.

• When the target training set too small to guide the selection
in the source set
TrAdaBoost relies on the target set as a distribution guide to
select good samples from the source set. If the target set is
too small to be representative, the selection process will be
severely biased by the target samples and cause over-fitting
to the target set even when the source training set is large.
In this case, even though the source set brings bias to the
model, training over the combined training set ST

⋃
SS is

usually more robust and reliable than fitting a model based
on an extremely small number of target samples.

Table 1 shows two examples of when TrAdaBoost is less effective
than the classical AdaBoost algorithm. Specifically, Table 1a shows
the results when the target and source samples all come from the
same distribution. In this experiment, we randomly partition the
entire student population into ST ,SS , and SV (with equal pro-
portions). In this case, data from all three sets come from a single
distribution, and AdaBoost trained on the combined training set
achieves the lowest classification error. In fact, TrAdaBoost per-
forms the worst in this case, since the selection process artificially
increases the bias by favoring ST over SS .

Table 1b shows the results when the target training set ST is
too small. In this experiment, we set the target population as the
students from the paper science department, where we only have
24 samples in the NCSU student outcome dataset. The extremely
small number of samples results in lower accuracy with TrAdaBoost
and AdaBoost trained on ST only due to overfitting. The model
trained on the larger general population by AdaBoost has the best
predictive performance.

5 CONCLUSION
Graduation rates are an important measure of degree program
success, which is highly informative and helps in the early detection
and correction of problems with students and academic institutions.
Predicting graduation rates is a very challenging problem due to
the variation in student backgrounds, degree content, schools and
departments, as well as enrollment numbers. By using transfer
learning we are able to mitigate many of these issues and improve
the predictive accuracy of our models, as demonstrated using real
data.

The TrAdaBoost algorithm, a transfer learning variant of gra-
dient boosting, allows us to decrease the classification error in
graduation rate prediction using data from multiple engineering
departments in the NCSU. This is the case for both the general
student population and for the subset of students given suspen-
sions or academic warnings. On the other hand, transfer learning
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Table 1: Examples of when TrAdaBoost does not improve the pre-
diction accuracy

(a) Identical source and target distribution

(b) Target set too small to be representative

is not advantageous when either the source and target distribu-
tions are identical, or when the target sample size is too small to be
representative.

Further research is necessary, involving more departments and
schools, so that the ability to transfer knowledge from one state
to another, or from one department to another, can be assessed.
Using all this additional data can yield more accurate predictions
and better academic outcomes. Future research should also investi-
gate the performance of different transfer and multi-task learning
algorithms besides TrAdaBoost. Ultimately, we wish to also focus
on finding the features within the data that are most informative
regarding graduation success for all types of students, in multiple
department and schools at the national level.
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