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ABSTRACT

Large-scale and interpretable educational data analysis is a key enabler of the next generation of education, and a variety of statistical models for such data and corresponding machine learning algorithms have been proposed in the literature. In this work, we introduce an interpretable multidimensional IRT model and propose an efficient algorithm that is highly scalable and parallelizable. Our approach provides improved human interpretability and greater scalability. We also provide experimental results on a real-world large-scale data set to demonstrate that our algorithm achieves as good prediction performance as the state of the arts. Further, leveraging the interpretability of our model, we offer an efficient and systematic method of identifying wrongly annotated tagging information.
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1 INTRODUCTION

Educational data analysis aims at replacing the current old-fashioned education system with a fully personalized and automated education system [26]. Among many tasks of educational data analysis, personalized prediction of test responses based on the record of each individual learner is of the utmost importance. Another important task is question analysis, which necessitates human-interpretable statistical models of educational data. Thus, striking a critical balance between prediction performance and human interpretability is the key requirement that machine learning algorithms should satisfy. Moreover, the large amount of modern educational data, which is constantly being collected from online education platforms such as Massive Open Online Courses (MOOCs) [12], calls for the need of highly scalable learning algorithms that entail efficient time and space complexities.

A variety of statistical models of educational data such as test response data have been extensively studied in the literature. Among the proposed models, item response theory (IRT) models have received much attention due to their simplicity as well as superior human interpretability [20]. By identifying an implicit connection between these IRT models and the popular matrix completion framework, a few efficient algorithms have been recently developed [3, 19]. It is also demonstrated that their algorithms provide great prediction performances.

In this work, improving upon these algorithms, we propose a new machine learning algorithm for analyzing large-scale educational data. Our algorithm relies on a modified IRT model, and offers improved human interpretability and scalability, while providing as good prediction performance as the state-of-the-art algorithms. More specifically, our modified IRT model resolves the ambiguity issues of the original IRT models, which we will describe in Sec. 2.2 with greater detail. Further, our algorithm is highly scalable due to its efficient time complexity and space complexity as well as easily parallelizable. For comparison to the prior approaches, we collect a large-scale data set from an online education platform with more than 120000 users and more than 3800 multiple choice questions, each with 4 options. Using this data set, we demonstrate that the performance of our algorithm matches those of the state of the arts, while providing an improved human interpretability and greater scalability. Further, leveraging the interpretability of our model, we propose an efficient and systematic way of identifying wrongly annotated tagging information.

1.1 Notations

For a positive integer \( n \), \([n] := \{1, 2, \ldots, n\}\). We shall use \( \log(\cdot) \) to indicate the natural logarithm. Further, we denote by \([L_1; L_2; \cdots; L_n]\) the vertical concatenation of \( n \) row vectors \( L_1, L_2, \ldots, L_n \).

2 RESPONSE MODEL AND ALGORITHM

2.1 Response Model

Item Response Theory (IRT) is a class of mathematical models of test responses [20]. While the unidimensional IRT models associate students and questions with scalar latent parameters, the multidimensional IRT (MIRT) models [25] associate them with multidimensional latent parameters, thus capturing the multiple factors affecting test responses, which we call hidden concepts.

Consider an education system with \( n \) students and \( m \) questions. The MIRT model assumes the following latent parameters associated with students and questions with scalar latent parameters, the MIRT model, it is assumed that the probability that student \( i \) correctly answers question \( j \) depends only on the inner product of \( L_i \) and \( R_j \), i.e., \( L_i R_j^T \). While this model is able to reflect multiple factors w.r.t. test responses as well as provides a reasonable level of human interpretability, the model is faced with inherent ambiguity issues. First, note that flipping signs of the \( k \)th components of \( L_i \) and \( R_j \) does not alter the value of \( L_i R_j^T \). Also, multiplying the \( k \)th component of \( L_i \) by a constant factor and dividing the \( k \)th component of \( R_j \) by the same factor yields the same value of \( L_i R_j^T \). Hence, these incur ambiguities on interpretation of the latent parameters. For instance, \( L_i(1) > L_i(2) \) does not necessarily imply that student \( i \) has a better understanding on the first hidden
concept relative to the second one. Similarly, $R_2(1) > R_2(2)$ does not necessarily imply that the first hidden concept is more important than the second one w.r.t. question $j$.

In order to resolve such ambiguities, we propose a simple variant of the MIRT model. In our model, we assume that student $i$ is associated with an $r$-dimensional row vector $L_i$, of which each component is restricted to $[0, 1]$. Differently from the original MIRT model, our model allows for precise interpretation of the student features: the $j^\text{th}$ component of $L_i$ represents the level of student $i$’s understanding on the $j^\text{th}$ hidden concept. Similarly, question $j$ is associated with an $r$-dimensional row vector $R_j$, of which sum up to 1, i.e., $\sum_j R_j(j) = 1$. Here, the $j^\text{th}$ component of $R_j$ can be interpreted as the contribution of the $j^\text{th}$ hidden concept to question $j$. We note that this modification fully resolves the ambiguity issue, enabling natural interpretation of the latent parameters. For instance, $L_i(1) > L_i(2)$ implies that student $i$ has a better understanding on the first hidden concept than the second one. For notational simplicity, we define the student-concept matrix $L := \{L_i, i \in \mathbb{N}\} \in [0, 1]^{n \times r}$ and the question-concept matrix $R := \{R_j, j \in \mathbb{N}\} \in [0, 1]^{m \times r}$.

For student $i$ and question $j$, the level of student $i$’s understanding on question $j$ is quantified as

$$X_{ij} = \sum_{k=1}^r L_i(k)R_j(k) = L_iR_j^T,$$

That is, the quantity is a weighted sum of the understanding levels of each hidden concept, where the weights are dictated by the composition of the question. Further, we assume a non-linear link function that maps the level of understanding to the probability of correct guess. More specifically, we assume the following logistic function: Given $X_{ij}$, the probability that student $i$ correctly answers question $j$ is defined as

$$P_{ij} = \phi(X_{ij}) = \phi_a + \frac{1 - \phi_a}{1 + e^{-\phi_b(X_{ij} - \phi_d)}},$$

where $\phi_a$, $\phi_b$, and $\phi_d$ indicate some constants that are appropriately set, independently of questions and users. Here, $\phi_a$, often called the guessing parameter, denotes the probability of correct guess when the level of understanding is zero, and $\phi_b$, $\phi_d$ are introduced for a proper normalization.1 Let $X := \{X_{ij}, i \in \mathbb{N}\}$ denote the understanding level matrix and $P := \{P_{ij}, i \in \mathbb{N}\}$ denote a matrix w.r.t. the probability of correct-answer. Note that $X = LR^T$ and $P = \phi(X)$, where $\phi(\cdot)$ is applied component-wise. Finally, we assume that $Y_{ij} \in \{0, 1\}$, which represents whether student $i$ guessed the correct answer for question $j$ ($Y_{ij} = 1$) or not ($Y_{ij} = 0$), follows a Bernoulli random distribution with probability $P_{ij}$. We denote by $\Omega$ the set of student-question pairs for observed responses. Further, we denote by $\Omega_{\star i}$ and $\Omega_{\star j}$ the set of question induction attempted by student $i$ and the set of indices of users who attempted question $j$, respectively. That is, $\Omega_{\star i} := \{i \mid (i, j) \in \Omega\}$, and $\Omega_{\star j} := \{j \mid (i, j) \in \Omega\}$.

We note that the model described above cannot capture the inherent difficulties of problems. In order to resolve this issue, we introduce the following two auxiliary concepts: the $(r + 1)^\text{st}$ concept is the one that no one knows, and the $(r + 2)^\text{nd}$ concept is the one that everyone knows. This can be imposed by setting $L_i(r + 1) = 0$ and $L_i(r + 2) = 1$ for all $i$. On the other hand, the parameters $R_j(r + 1)$ and $R_j(r + 2)$ for all $i$ are treated equally as the other hidden parameters, and hence need to be estimated. In order to see how these auxiliary concepts help model atypical questions, consider an extreme case. Imagine that question $j$ consists of a concept that is not known to everyone. One would like to model this case in a way that every user, regardless of their backgrounds, will randomly guess the answer of the question. This situation can be easily captured under our model by setting $R_j(r + 1) = 1$. As $L_i(r + 1) = 0$ for all $i$, the understanding level of student $i$ on question $j$ is zero, i.e., $L_iR_j^T = X_{ij} = 0$, implying $P_{ij} = \phi_a$. Thus, this immediately models the situation where all the users will randomly guess the answer of question $j$.

In this variant of MIRT model, the goal of educational data analysis is to estimate $L$ and $R$ from the observed test responses $(Y_{ij})_{\Omega}$, and to predict missing components of $Y$ from the estimated latent parameters.

### 2.2 Algorithm

We begin with a brief review of the matrix completion problem since it is intimately related to the inference problem of our interest.

The goal of matrix completion (also known as matrix factorization) is to fill a low-rank matrix with partially revealed entries [2, 8–10]. It has been shown powerful for tackling various collaborative filtering problems such as the recommendation problem. In [10], Candès and Rao show that, under some mild conditions, one can reliably fill a square matrix of size $n$ by $n$ and of rank $r$ if the number of observed entries is the order of $nr \log(n)$ by solving an optimization problem called the nuclear norm minimization problem. A similar result holds even when the observed entries are not exact but noisy. In addition to such convex program approaches, many other efficient algorithms (e.g., spectral methods, non-convex algorithms, stochastic algorithms) have been proposed in the literature [7, 16, 24]. The 1-bit low-rank matrix completion [13] is a variant of the original problem. The goal of the problem is to fill a binary-valued matrix assuming that the observed entries are realization of Bernoulli random variables whose probabilities being 1 are governed by a hidden low-rank matrix.

The 1-bit low-rank matrix completion problem has a strong connection to the inference of latent parameters under the MIRT model. One can view the observed test responses as a binary-valued matrix with missing entries. This way, the inference of the latent parameters $L$ and $R$ reduces to a variant of the 1-bit matrix completion. In [3], Berner et al. first observe such connection. In [19], Lan et al. introduce a variant of the MIKT model, which imposes sparsity constraints on $R_j$’s for improved interpretability, and propose an algorithm that can efficiently estimate the latent parameters. The dealbreaker model, proposed in [17], is a nonlinear latent variable model under which the student’s success probability depends only on his/her weakest concept understanding. The authors also propose an algorithm based on the alternating direction method of multipliers (ADMM) framework [5].

---

1We remark that though seemingly similar, $\phi_b$ is irrelevant to the easiness parameters of the classic IRT models.
We intend to approximate the optimization problem whose objective function is the negative of the log likelihood of Algorithm 1 (see below) by replacing the nuclear norm of the squared Frobenius norms of regularization term as:

\[ \text{minimize } L = \sum_{(i,j) \in \Omega} \ell(Y_{ij}, P_{ij}) + \frac{\mu}{2} (||L||_F^2 + ||R||_F^2) \]

s.t. \[ 0 \leq L_{ij} \leq 1, \ 0 \leq R_{ij} \leq 1, \ \forall i, j \]

(P2)

Indeed, any local minimum of (P2) is known to match that of the global minimum of the original problem (P1) under mild conditions, and this agreement can be further certified by checking rank deficiency of \( L \) and \( R \) [24].

As a specific choice of the algorithm for solving (P2), we make use of the projected Stochastic Gradient Descent (SGD) method. A formal description of our algorithm is given in Algorithm 1. The algorithm starts with randomly initialized \( L^{(0)} \) and \( R^{(0)} \), and then iteratively updates sequences of \( L^{(k)} \) and \( R^{(k)} \) as follows. At the beginning of each epoch, we randomly shuffle the index set \( \Omega \). For each pair of indices from \( \Omega \), say \((i, j)\), we update \( L_i \) and \( R_j \) as in Algorithm 1 where \( \Pi_{P_L}(\cdot) \) and \( \Pi_{P_R}(\cdot) \) are projections of a vector onto the space of feasible \( L \)’s and \( R \)’s, respectively. This procedure is repeated until \( L^{(k)} \) and \( R^{(k)} \) converge. Note that each epoch’s runtime consists of time to shuffle data points and time to update parameters \( \Omega \) times. Since time to update parameter takes \( O(r) \), the total time complexity, if a constant number of epochs is run, is \( O(tr(\Omega)) \).

Note that the projected SGD is known to converge to a globally optimal solution when the objective function and the regularization terms (including those induced by constraints) are convex [21]. The objective function of (P2), however, is non-convex due to the product term \( LR^T \), so we run the above algorithm multiple times with different initialization points.

A simple variation of our algorithm is the one intended for the case when both \( R \) and the test response data set \( Y \) are given. It can be shown that given \( R \) and observed responses \( Y_{ij} \), the optimization problem (P2) reduces to a set of independent logistic regression problems, each being with linear constraints. Hence, one can estimate \( L \) by solving all of the logistic regression problems, and concatenating the estimated user features \( L_i \)’s.

### 2.3 Comparison with Existing Algorithms

In this section, we compare our proposed algorithms with the existing algorithms in the literature. See Table 1 for the summary.

We first compare the algorithms that can estimate latent variables. As a specific instance of the IRT model, consider the two-parameter logistic model (2PL) [20]. Assume that a gradient descent method is applied to solve the corresponding ML estimation problem. The 2PL model assumes that the probability of correct guess depends on the sum of the user latent variable and the question latent variable. While it allows for less ambiguous interpretation of estimation results, it may not be able to capture a complex structure due to its limited model complexity. On the other hand, the original MIRT model [25] has the ability to express more complex models but fails to provide consistent and interpretable estimation results. SPARFA [18], a variant of the MIRT model, has much improved human interpretability...
We first collected a pool of less than data set as follows. We first removed the students who had attempted matrix, which amounts to about platform. From 1/1/2016 to 1/15/2017, a total of choice questions with additional communication, and each test is composed of 3.1 Data Set algorithm, the existing algorithms for the G-DINA model are neither allows for highly interpretable results. However, unlike our algorithm reduces to multiple instances of convex problems, each of which resembles logistic regression. This is because when R is fixed, the objective function and the constraints of (P2) can be decomposed into n instances of a simple logistic regression. The G-DINA (generalized deterministic inputs, noisy “and” gate) model [14] can be deployed when such question tagging information is available, and allows for highly interpretable results. However, unlike our algorithm, the existing algorithms for the G-DINA model are neither scalable nor parallelizable.

3 EXPERIMENTAL SETUP AND RESULTS 3.1 Data Set

We first collected a pool of TOEIC (Test Of English for International Communication) questions. TOEIC is a test of English for international communication, and each test is composed of 150 multiple-choice questions with 4 options each. We first created the question pool of 3835 TOEIC questions. With this question pool, we have collected a large response data set via an online TOEIC education platform. From 1/1/2016 to 1/15/2017, a total of 123973 students had signed up for the platform, and a total of 8861570 responses had been collected. Note the extremely low density of the response matrix, which amounts to about 1.86%.

In order to obtain a high quality data set, we preprocess the raw data set as follows. We first removed the students who had attempted less than 30 questions during the observation period or had spent less than 3 seconds for more than or equal to 95% of their attempts. Similarly, we filtered out students whose correct answer rate is less than or equal to 30%3 After we obtained the refined set of students, we filter out the questions that are responded less than 400 distinct students.

With the aforementioned filtering process, we obtained the filtered data set consisting of |θ| = 2983327 responses of n = 16065 students on m = 1999 questions. Note that the density of the observation matrix is about 9.29%. The size of the original data set and the filtered data set are summarized in Table 2.

3.2 Algorithm Implementation and Specification

We randomly divide the filtered data set into the training set (90%) and the test set (10%). All the experiment results reported in this section are with respect to the test set. We then conduct a heuristic optimization for finding the optimal hyper-parameters such as the regularization parameter µ, the sequence of step sizes, and etc. As a result, we chose µ = 1; the step size is initialized as α0 = 0.1, and is decreased by a multiplicative factor of 100.3 whenever the validation score stops improving for 3 epochs in a row. For the link function φ(), we use φa = 0.25, φb = 0.5 and φc = 10. The rationale behind these choices is that one can correctly guess the answer of a question without knowing anything about a 4-choice question with probability at least 0.25.

We implement our algorithm in Python. In addition to our approach, we also evaluate the prediction performances of some of the approaches described in Sec. 2.3: we fit our data set to the 2PL model [20] using mirt R package [11], and to the vanilla MIRT model [25] using the 1-bit matrix completion algorithm of [13].

3.3 Prediction Performance

In this section, we evaluate the prediction performances of various algorithms. More precisely, we run various algorithms with the training set and measure the prediction (classification) performances. A prediction outcome for an unobserved test response is called a true positive (negative) if the predictor correctly guessed that the student will respond to the question with a correct (wrong) answer. Similarly, a prediction outcome is a false positive (negative) if the predictor made a wrong guess that the student will respond to the question with a correct (wrong) answer. We denote the number of true positives, false positives, true negatives, and false negatives by tp, fp, tn, and fn, respectively. For the performance metric, we consider the area

| NAME        | n    | m    | |θ| | |θ|/(nm) |
|-------------|------|------|------|------|------|
| FULL        | 123973 | 3835 | 8861570 | 1.86% |
| FILTERED    | 16065 | 1999 | 2983327 | 9.29% |

Table 1: Learning algorithms for educational data analysis

Table 2: Data sets

The rationale behind these filtering conditions is that students not satisfying these conditions are likely to be ones who simply wanted to try out and explore the mobile applications for fun.
under curve (AUC) of a receiver operating characteristic (ROC) curve. For a classification threshold $\theta \in [0, 1]$, the ROC curve is a collection of pairs $(\text{fpr}(\theta), \text{tpr}(\theta))$. Note that the ROC curve of a random predictor is a line segment connecting $(0, 0)$ and $(1, 1)$, and that of a perfect predictor is a line segments connecting $(0, 0), (0, 1)$, and $(1, 1)$. Thus, the area under curve (AUC) of a ROC curve can represent the classification performance of a predictor: the larger the AUC is, the better the prediction performance is. We also measure the negative of log likelihood (NLL) of each prediction algorithm.

The prediction performances of various learning algorithms are summarized in Table 3. For the MIRT model, we test both logistic link functions (denoted by ‘L’) and probit link function (denoted by ‘P’). For the MIRT model and our algorithm, we vary the number of hidden concepts $r \in \{2, 4\}$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
<th>NLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2PL</td>
<td>0.7775</td>
<td>0.5209</td>
</tr>
<tr>
<td>MIRT ($L, r = 2$)</td>
<td>0.7674</td>
<td>0.5413</td>
</tr>
<tr>
<td>MIRT ($L, r = 4$)</td>
<td>0.7695</td>
<td>0.5361</td>
</tr>
<tr>
<td>MIRT ($P, r = 2$)</td>
<td>0.7696</td>
<td>0.5338</td>
</tr>
<tr>
<td>MIRT ($P, r = 4$)</td>
<td>0.7692</td>
<td>0.5320</td>
</tr>
<tr>
<td>OURS ($r = 2$)</td>
<td>0.7760</td>
<td>0.5223</td>
</tr>
<tr>
<td>OURS ($r = 4$)</td>
<td>0.7707</td>
<td>0.5277</td>
</tr>
</tbody>
</table>

Table 3: Prediction performances on the filtered data set. AUC denotes the area under curve (AUC) of a receiver operating characteristic (ROC) curve, and NLL denotes the negative of log likelihood. For the MIRT model, we test both logistic link functions (denoted by ‘L’) and probit link function (denoted by ‘P’). For the MIRT model and our algorithm, we vary the number of hidden concepts $r \in \{2, 4\}$.

In a large-scale education system, questions are associated with ‘concept tags’, and such associations are usually judged by experts in a manual way. However, such tagging information is prone to errors due to human errors, inherent ambiguity, atypical questions, etc. Thus, identifying those wrongly tagged questions and correcting them are a key to maintain high-quality tagging information, which is crucial for providing suitable learning materials in a personalized education system.

We first explain how the improved interpretability of our model allows for an efficient tag correction procedure. First, if there exist the sign ambiguity and the scale ambiguity, the question features of similar questions are not necessarily close to each other. Second, question features obtained under ambiguous models are not invariant across different training instances. For example, when one has to rerun the training algorithm from scratch for some reasons (such as new dataset arrival, batch model update, algorithm modification, etc.), all question features change, and such a tagging correction procedure has to be restarted from scratch.

Leveraging the improved interpretability of our algorithm, we now present a systematic way of identifying wrongly tagged questions. Consider the case of $r = 2$. Under our model, the quantity $y = R_1(1)/(R_1(1) + R_1(2))$ can be interpreted as the relative fraction of hidden concept 1 w.r.t. question $i$. If our model can well explain the data set, questions of the same type are supposed to have similar values of $y$. Thus, by inspecting the values of $y$ of the questions annotated with the same tag, one may be able to detect wrongly tagged questions.

In order to conduct the experiment, we had a small subset of the TOEIC question pool tagged by experts as follows. The 15 hired experts first investigated the question pool, and then came up with a set of 69 tags, which were considered useful and necessary for describing the questions in the question pool. More specifically, each question was randomly assigned to at least two experts, and the experts tagged each of the assigned questions with the most relevant concept. We develop an online tagging system where the experts were able to individually work on the assigned questions. In order to reduce systematic bias between experts, we revealed the first reviewer’s response to a question to the second reviewer of the question so that the second reviewer can adjust the response of the first reviewer.

After every question is tagged, we compare the values of $y$ of the questions of the same tag, and identified a large number of wrongly tagged questions, of which a few instances are shown below. We plot in Fig. 1 the values of $y$ of all the questions tagged with the tag ‘for oneself/by oneself/on one’s own’. There are 12 questions, denoted by $Q_i$ for $i \in \{12\}$, which are identified as questions that require the understanding on the usage of ‘for oneself’, ‘by oneself’, or ‘on one’s own’. These questions are for testing whether students can fill a blank in a sentence with a grammatically correct word or phrase. Each question is tagged with the key phrase that one needs to fully understand in order to correctly answer the question. However, we can observe 3 clusters of the questions: the first cluster consisting of $Q_{11}$ and $Q_2$, the second one in the middle, and the third one consisting of $Q_9$ to $Q_{12}$.

It turns out that the questions in the first and third clusters are associated with incorrect tags. Table 4 shows two correctly tagged questions and two incorrectly tagged ones. It is clear that the first two questions are about ‘for oneself’ but the other two questions are irrelevant to the tag. For instance, $Q_{10}$ is asking whether students can fill the missing pronoun ‘them’. We conjecture that this problem is wrongly tagged because the problem may seem relevant to the concept on one’s own. Similarly, $Q_{11}$ is clearly wrongly tagged since it is about whether students can fill the missing blank with a correct reflexive pronoun.

\footnote{Note that choosing a larger value for $r$, the upper bound on the true rank, does not necessarily improve the prediction performance due to overfitting.}

\footnote{We could not measure inter-rater reliability (IRR) since the responses of different experts were dependent under our scheme.}
we first bin the students according to the number of responses per question to the number of responses per question, and then micro-average the prediction accuracies. Plotted in Fig. 2 are micro-averaged accuracy as a function of the number of questions attempted by students and that as a function of the number of responses per question. We use the bin size of 50 for Fig. 2(a), and the bin size of 250 for Fig. 2(b). From Fig. 2(a), we can observe that the predicted accuracy of a student’s responses linearly increases as the number of questions submitted by the student increases. Similarly, the predicted accuracy of the responses for a question linearly increases with the number of responses for the question. Thus, one can determine using this procedure the number of responses per student or per question with which a personalized education system can provide prediction services with high enough accuracy.

4.2 Incorporation of Other Forms of Data
While we used the binary response data only, the actual response data set contains several additional sources of side information such as the option chosen by students, the options marked wrong by students, the time taken to respond to a question, and etc. By incorporating the other forms of data with a more complicated model, one may be able to obtain better estimates of students and questions, and hence to provide superior prediction performance as well as personalized learning of a better quality. For instance, the nominal response model (NRM) proposed in [4] can model the probability of students responding to a certain option of a question. In [22], Ning et al. propose a new model for option responses with human-interpretable outputs, and show that the new model fits better with real world data as well. It is an interesting future direction to study how one can apply a similar collaborative filtering-approach under such models capturing option responses. In [6], Brinton et al. show that one can predict students’ future performances on quizzes using video-watching clickstream data from MOOCs. It is an interesting open question whether a unified model that uses both response data and video-watching clickstream data can achieve higher prediction performance.

4 CONCLUSION
In this work, we proposed a new algorithm based on a human-interpretable MIRT model, which is both scalable and parallelizable. Using the large data set collected from an online education platform, we observe that our algorithm can achieve as good prediction performance as the state of the arts. Moreover, we show that the improved interpretability of our model allows for an efficient and systematic way of identifying wrongly tagged questions. We conclude the paper by discussing a few interesting open problems and some aspects of our current model that are subject to improvements.

4.1 Correlation Between the Number of Responses and Prediction Accuracy
In our data set, the number of responses per student and the number of responses per question widely vary. One important question is: how the prediction performance changes when the number of questions per student (or per question) increases. To answer this question, we first bin the students according to the number of responses per student, and then micro-average the prediction accuracies of the students of the same bin. Similarly, we bin the questions according to the number of responses per question, and then micro-average the prediction accuracies. Plotted in Fig. 2 are micro-averaged accuracy as a function of the number of questions attempted by students and that as a function of the number of responses per question. We use the bin size of 50 for Fig. 2(a), and the bin size of 250 for Fig. 2(b). From Fig. 2(a), we can observe that the predicted accuracy of a student’s responses linearly increases as the number of questions submitted by the student increases. Similarly, the predicted accuracy of the responses for a question linearly increases with the number of responses for the question. Thus, one can determine using this procedure the number of responses per student or per question with which a personalized education system can provide prediction services with high enough accuracy.
4.3 Time-varying $L$

Our response model implicitly assumes that the level of students’ understanding is time-invariant. If the data set is collected over a long time period during which student’s level of understanding is likely to fluctuate, such an assumption may totally fail, and the estimated $L$ will be close to the time average of $L$, which is less informative for predicting future responses.

If one is given with an enormous amount of data, there is a simple fix: one can simply keep fresh responses collected over a short time period only: a time-invariant model for students’ understanding will fit better for a shorter range of time. The number of responses in the dataset, however, decreases when one reduces the data collection period, possibly deteriorating the prediction performance.

In order to resolve this issue, in [18], Lan et al. have proposed a time-variant model for learning analytics capturing the time varying levels of understanding of learners. We believe that such a time-variant model can take advantage of a large amount of data without compromising the fitness of the model.

4.4 Sparsity of $R$

While it is reasonable to believe that among many concepts only a variant model can take advantage of a large amount of data without greatly enhance the performance prediction. Hence, an accurate mixture model capturing such outliers conform existing response models. Similarly, some questions in a different backgrounds. For instance, in an online education system platform with hundreds of thousands of students with completely case for small-scale educational data such as those collected from

In order to resolve this issue, in [18], Lan et al. have proposed a time-variant model for learning analytics capturing the time varying levels of understanding of learners. We believe that such a time-variant model can take advantage of a large amount of data without compromising the fitness of the model.

4.4 Sparsity of $R$

While it is reasonable to believe that among many concepts only a few are required to correctly answer a question, we observe that our collaborative filtering algorithm usually results in a dense question-concept matrix $R$. Therefore, imposing sparsity on $R$ can potentially allow for a better model and hence an improved prediction performance. In [19], Lan et al. propose a collaborative filtering that can find a sparse question-concept matrix $R$ by incorporating the $\ell_1$ regularization term into the objective function of the optimization problem. The authors observe a superior prediction performance of their proposed sparse model compared with the non-sparse model proposed in [3]. Inspired by this observation, we also measured the performance of the variation of our algorithm where the $\ell_1$ regularization term is incorporated but we did not observe an improvement in prediction performance with our data set. Even though we could not observe an improvement in prediction performance with our data set, we believe that the sparse models, capturing the natural sparsity of $R$, will result in more accurate estimates in general.

4.5 Mixture Models and Outlier Detection

All the models described in this paper assume a common assumption: one model fits all the students and questions. This could be the case for small-scale educational data such as those collected from classrooms but not for data collected from a large-scale education platform with hundreds of thousands of students with completely different backgrounds. For instance, in an online education system where students freely choose questions to work on and do not get penalized for guessing wrong answers, some students might recklessly solve questions, resulting in random responses, which do not conform existing response models. Similarly, some questions in a large question pool may not conform the typical pattern of the other questions. Hence, an accurate mixture model capturing such outliers can greatly enhance the performance prediction.
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